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Passive 
mobility 
analytics

GPS data  

+ High accuracies
+ High sampling rate 

- Not always available
- High extraction cost

CDR data 

- High spatial uncertainties
- High temporal uncertainties

+ Available for all mobile users
+ Low extraction cost 

Active 
mobility 
analytics
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Figure 1: Components of mobile network

Call detail records (CDR) :

- Collected for billing purposes
- SMS, Call, 4G/5G events

CDR fields:

- Calling party
- Called party
- Billed number

- Time
- Type
- Cell global identity (CGI)



Related work
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Trajectory 
reconstruction

User 
localisation

Trajectory reconstruction: 

- Aims at reducing the temporal uncertainties
- Methods:

- Interpolation techniques1 (Hoteit et al.)
- Tensor factorization2 (Chen et al.)
- Shortest path3 (Vajakas et al.)

User localisation:

- Aims at reducing the spatial uncertainties
- Methods:

- Switching Kalman Filter4 (Lind et al.)



Motivation
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Trajectory 
reconstruction

User 
localisation

Context aware 
analysis

Aim: Explore  the possibility of using a new non-linear method compared  to existing linear method.



Task: Model phenomena using observations

- 1. Kalman Filter 
- 2. Hidden Markov Models
- 3. Particle Filtering

Particle filtering

- Presented in 1993 as bootstrap filtering
- Not normal noise, non-linear models
- Approximate solution

Methodology: Particle filtering
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Figure 2. Particle filter schematic view



Methodology: Particle filtering for user positioning
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Figure 3. Mobile positioning flow chart



Methodology: Particle filtering for user positioning
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Figure 4. User positioning using mobile data

|(T2 - T1) x TD|

(T2 - T1)

T2  - timestamp of present event
T1 - timestamp of past event
TD - estimated travel time between two locations



Experiments: Synthetic data  
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Figure 6. Time and distance relation in T-drive datasetFigure 5. GPS locations from T-drive dataset 5



Experiments: Synthetic data  
  

10

Figure 6. Time and distance relation in T-drive datasetFigure 5. GPS locations from T-drive dataset 5



Experiments: Synthetic data  results
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The error between PF prediction and GPS position is calculated using Haversine distance
Φ: latitude
Λ:  longitude, 
R:  Earth’s radius (mean radius = 6,371 km)

Figure 7. Error distribution using 50 particles in 
generated CDR events Figure 8. The effect of sample size



Experiments: Synthetic data  results
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Figure 9. The effect of time granularity Figure 10. The effect of cell coverage surface
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Experiments: Real use case
CDR data of five mobile owners in Estonia +  GPS locations

Data extraction period is between April and August 2015

Figure 11. Time and distance relation in real CDR events Figure 12. Cell diameter distribution in real CDR events
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Experiments: Real use case results

Figure 13. Distribution of errors for Particle Filter and 
Switching Kalman Filter in real CDR data

Figure 14. The relation between the accuracy and the 
diameter size in real data
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Experiments: Real use case path results
 

Figure 15. Path accuracy in real data Figure 17. Path with accuracy 87% (PF)Figure 16. Path with accuracy 85% (SKF)

Average acc for PF: 17%
Average acc for SKF: 14%
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Discussions
Travel time estimation between two nodes is one major factor that affects our accuracy

- FW: Sophistication in the method we use for travel time estimation can take into consideration the 
traffic situation, most common paths, traffic rules, etc.

The second important factor is coverage areas information

- FW: Preprocessing step like coverage area optimization or overlap detection
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Conclusions
Based on the analysis we could conclude our approach was achieving similar results but not better 
compared to the previous linear technique like Switching Kalman Filter. Although, our method had a 
3% higher accuracy in the path evaluation. 
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Final discussions
1. History of the trajectory as influence

2. Running times

a. Particle Filtering time complexity can scale up to O(Mn)6  

b. Kalman Filter time complexity can scale up to O(n3) 

3. Static number of particles for different cell sizes

4. Sampling and resampling in the algorithm is based on the uniform distribution: map matching 

proposal 

5. 3 hours for breaking the trips
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