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Adversarial attacks against Machine Learning (ML)

Cute Dog 
97%

Angry Cat 
82%

Carefully crafted
adversarial noise
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Adversarial attacks against text-based models

An imaginative comedy/thriller  Positive
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Adversarial attacks against text-based models

Character-level

An imaginative comedy/thriller  Positive

Ann imagunatove comedy/Thrillir Negative
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Adversarial attacks against text-based models

An imaginative comedy/thriller  Positive

A creative comedy/thriller Negative

Word-level
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Adversarial attacks against text-based models

An imaginative comedy/thriller  Positive

A brilliantly crafted and 
captivating imaginative 
comedy/thriller experience.

Negative

Paraphrase



7

Human in the loop

Phishing Fake news

Offensive language
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Desired properties of adversarial text

I love this movie                I hate this movie

Valid   &  Natural

Invalid                                        Unnatural

I love this movie               i LoVe tHiss cinEmatiC

I love this movie                I like this movie
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3 studies do not involve humans in their evaluation

Naturalness evaluated only through few criteria or not at all

Less than 10 participants

Effect of perturbation size and language proficiency not considered
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3 studies do not involve humans in their evaluation

Naturalness evaluated only through few criteria or not at all

Less than 10 participants

Effect of perturbation size and language proficiency not considered
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An extensive study on human perception of adversarial texts

378 participants 9 word-level attacks 3000 texts
(original and adversarial)
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Evaluated aspects

Validity 

Meaningfulness

Naturalness

Suspiciousness Detectability

Grammaticality

NP

AP NP
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Results: Validity

88.78%

71.86%

Original text Adversarial text

Fig 1. Percentage of correctly labelled texts according to their ground truth 
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Naturalness: Suspicion

21.43%

60.33%

Original text Adversarial text

45.28% 
Detected perturbations on average

Fig 2. Percentage of texts that were suspected to be computer altered
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Naturalness: Grammaticality

45.28% 
Adversarial texts contain errors not 
present in their original counterpart

44.60%

73.00%

63.60%

Computer-altered

Yes

No

Not sure

Fig 3. Percentage of adversarial texts  labelled as computer-
altered according to grammar errors.
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Naturalness: Meaning

3.44

2.6

Original text Adversarial text

0

20

40

60

80

100

1 2 3 4

Meaning clarity

Suspiciousness

Fig 4.  Meaning clarity rating on a 1-4 Likert scale Fig 5.  Percentage of adversarial text suspected to be 
computer altered according to meaning clarity. 
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- Individual attacks
- Language proficiency effect
- Perturbation size effect

Extra investigation
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Evaluating the human perception of adversarial text requires extra 
attention in NLP systems where a human is involved in the loop.

ACL 2023, 9-14 July
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